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Motivation

Most VLT benchmarks are annotated in a single granularity and lack a coherent
semantic framework to provide scientific guidance.
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MGIT 362 Sequence length: 12703 Official annotation: “A white goose walks to a room in the yard, Com pa rison of different text
and then the goose is fed by a man with blue jeans in the room. After that, the goose walks to a basin filled with water, and . .
plays in the basin. Then the goose walks to a small pond with many goldfish in the yard, and plays in the pond. Finally, the annotations, video Iength; and

th: 293

_Official annotation: “runner in the rmddle Wlth white shirt” , Annotations mainly describe the
D first frame, which may misguide
the algorithm.

Environment is complex and
variable. Different VLT datasets
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Concise description: “A bear in the water

Detailed description: “A brown bear is
seen in the middle of the image, walking
through a river. The bear is in the water,
and it appears to be looking for fish.”

(b) Automatic Annotation

goose walks toa lake, and plays in the lake.> o content on three benchmarks, most

of VLT benchmark suffer from issues
of inconsistent text styles and single
annotation granularity.
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(c) Framework of Automatic Annotation Tool

We explore how leveraging
the generative capabilities of
LLM can help us improve VLT
datasets and provide a new
analytical approach from a
multi-modal perspective for
video understanding.

Contributions

{T} e We develop DTLLM-VLT, a model based on LLM,
Video language aimed at efficiently generating high-quality scientific

1.9M words text for tracking datasets at scale. DTLLM-VLT can
14.8K non-repetitive words. seamlessly apply to various tracking tasks.

7,238 initial descriptions e \We generate diverse text for three prominent VLT
128.4K dense descriptions benchmarks, addressing four levels of granularity.

This approach overcomes the limitations of previous
benchmarks, which focused on a single granularity
and lacked a unified semantic framework.

e \We conduct an experimental analysis to evaluate
the impact of diverse texts on algorithm
performance. The results highlight the benefits of a
diversified environment and indicate the potential
for enhancing multi-modal learning through

9 Laborious and time-consuming human
annotators for high-quality annotations.
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Method based on LLM, efficiently generating high-quality
scientific text at scale. It can seamlessly apply to various tasks.

& generated text data.
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(a) The word cloud of initial concise texts
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A person is seen walking away from the camera. She is wearing a white shirt and a helmet, indicating she might be a pedestrian.
.O' E 1 She is located towards the right side of the image, a bit further in the background »
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100 A person, dressed in a white shirt, is seen walking across the busy street. She is located in the middle of the
scene, amidst the bustling traffic, and is one of the several pedestrians making their way across the street.
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A person is seen walking away from the viewer's perspective. She is wearing a white shirt and appears to be in motion. She is dog Wea rl n per
lon wall
|200 located towards the left side of the image, and her back is turned towards us. Ywaterhand
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(d) The word cloud of dense detailed texts

Experiments

Compbarison with testina directlv

Method OTB99 Lang MGIT LaSOT
SO AUC Pnom P | AUC Pnom P | AUC Prom P
Official 69.0 820 895 | 73.5 772 543 | 699 822 757
Initial Concise 70.6 84.2 91.1 | 73.9 77.8 549 | 69.0 81.1 747
Initial Detailed | 68.0 81.5 884 | 727 762 534 | 687 80.7 744
Dense Concise | 70.2 840 908 | 742 779 550 | 69.1 813 748
Dense Detailed | 68.6 824 894 | 729 766 535 | 69.0 81.1 747
Comparison with retraining and testing
Method OTB99_Lang MGIT LaSOT
AUC Pnom P | AUC Pnom P | AUC Pnom P
Official 69.0 820 895 | 735 772 543 | 699 822 757
Initial Concise | 70.0 843 905 | 73.6 774 542 | 69.6 818 754
Initial Detailed | 70.3 856 914 | 741 783 545 | 694 815 75.1
Dense Concise | 71.3 860 925 | 740 776 542 | 69.5 81.6 753
Dense Detailed | 69.8 84.8 90.6 | 744 785 546 | 69.8 821 756

Visualization

OTB Human$ dense concise frame #600: “woman wearmg a brown jacket”

s Ground Truth meeeesssss Official Text Dense Concise Retrain

Conclusion

e The existing algorithm tends to learn and understand
short text.

e For short-term tracking task, dense concise text will
bring greater gains. While dense detailed text is more
suitable for the other two tasks.

e The text processing method and multi-modal
alignment ability need to be adjusted and improved.
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