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Abstract. The Drawing Projection Test (DPT) is an essential tool in
art therapy, allowing psychologists to assess participants’ mental states
through their sketches. Specifically, through sketches with the theme of
“a person picking an apple from a tree (PPAT)”, it can be revealed
whether the participants are in mental states such as depression. Com-
pared with scales, the DPT can enrich psychologists’ understanding of
an individual’s mental state. However, the interpretation of the PPAT
is laborious and depends on the experience of the psychologists. To ad-
dress this issue, we propose an effective identification method to sup-
port psychologists in conducting a large-scale automatic DPT. Unlike
traditional sketch recognition, DPT more focus on the overall evalua-
tion of the sketches, such as color usage and space utilization. Moreover,
PPAT imposes a time limit and prohibits verbal reminders, resulting in
low drawing accuracy and a lack of detailed depiction. To address these
challenges, we propose the following efforts: (1) Providing an experimen-
tal environment for automated analysis of PPAT sketches for depression
assessment; (2) Offering a Visual-Semantic depression assessment based
on LLM (VS-LLM) method; (3) Experimental results demonstrate that
our method improves by 17.6% compared to the psychologist assessment
method. We anticipate that this work will contribute to the research in
mental state assessment based on PPAT sketches’ elements recognition.
Our datasets and codes are available at: https://github.com/wmeiqi/VS-
LLM.

Keywords: Drawing projection test · Art therapy · LLM · Multimodal
depression assessment.
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1 Introduction

Fig. 1. System Flowchart. Our mental state assessment on the electronic DPT system
consists of two parts. The first part involves the participant, who is asked to participate
in the PPAT task and finish the scale. (a) (b) represents the user interface of the
drawing flow of the PPAT task, while (c) (d) depicts the assessment flow of the
participant’s depression scale. The second part is the mental state assessment system.
(e) illustrates an expert-oriented evaluation system to collect psychologists’ reviews of
PPAT images from 14 dimensions. (f) demonstrates the automated assessment flow of
VS-LLM which serves as the multi-modal psychological assessment algorithm proposed
by us.

In computer vision, the sketch can be regarded as an expression of the human
brain’s internal representation of the visual world [1]. Moreover, in the field of
psychology, sketches of the Drawing Projection Test (DPT) play a crucial role
in evaluating mental disorders [2]. Compared with self-reported scale [45], it
has been widely proven that the DPT can enrich psychologists’ understanding
of individuals’ mental states, such as depression, anxiety, aggressiveness, and
their normal states. However, despite its potential benefits, DPT has not seen
widespread adoption in clinical practice. This raises the question: Why hasn’t
DPT been more widely utilized in psychological assessment and treatment?

In Fig. 1, psychologists evaluate participants’ mental states based on the “a
person picking an apple from a tree (PPAT)” task [4], which entails grading
along 14 dimensions. This process demands significant time, effort, and exper-
tise. It is hard to deploy evaluation tasks in large-scale settings like schools or
companies. Moreover, unlike traditional sketch recognition methods in computer
vision [8,9,10,11,12], PPAT sketches present unique challenges due to imposed
time limits and the prohibition of verbal reminders, resulting in lower drawing
accuracy and less detailed depictions. To address these issues, some AI-based
automatic assessment methods [5,6,7] are proposed, they primarily use CNNs to
extract visual features from the final sketch. However, these approaches often
overlook detailed analysis of the painting process and fail to provide compre-
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hensive evaluations, including aspects like color usage and space utilization. In
addition, there is still no unified testing environment available for study.

To address those limitations, we have developed an Artificial Intelligence
(AI) automatic depression assessment method, Visual-Semantic Depression As-
sessment Based on Large Language Model (VS-LLM), to support psychologists
in conducting a large-scale automatic DPT. In particular, the Visual Perception
Module utilizes stroke information to model the painting process by decomposing
the original sketch into sequences, enabling a more detailed analysis. The Men-
tal Semantic Caption Generation Module generates mental captions by designing
tailored prompts (such as color usage and space utilization) for LLM (specify
what LLM stands for if possible). Subsequently, the Semantic Perception Module
captures overall information under the guidance of expert knowledge.

To verify the effectiveness of our method, we first constructed a PPAT dataset
containing 690 PPAT sketches aligned with the PPAT task in psychology. Finally,
the experimental results demonstrate the superior performance of our method,
which improves by 17.6% compared to the psychologist assessment method. In
summary, our contributions are:

– We developed a visual-semantic depression assessment system based on LLM
(VS-LLM) method, where the visual perception module and the mental
semantic caption generation module are respectively used to obtain more
detailed and overall information from the painting, enabling more effective
analysis of PPAT.

– We first provided an experimental environment for automated analysis of
PPAT sketches for depression assessment.

– Our experiments demonstrate the superior performance of our method, which
improves by 17.6% compared to the psychologist assessment method.

2 Related Work

2.1 Drawing Projection Test and PPAT

DPT aims to depict the authentic psychological state of participants by guid-
ing them to draw specific topics that can reflect subconscious or unconscious
information that cannot be expressed in language [13]. So far, it has been widely
proven the effectiveness of identifying mental state in various clinical settings
(e.g. depression [14], stress [15], and child sexual abuse [16]). Psychologists eval-
uate sketches based on experiences and professional standards, such as the use
of color, the detail of elements in the sketch, or the coherence and logic between
elements. Silver’s work reviews a body of research on the Silver Drawing Test
(SDT) and Draw A Story (DAS) art-based assessments, which span 40 years of
development [17].

As a kind of DPT method, the PPAT test originated in 1990 and is currently
widely used in clinical and non-clinical settings, with revisions made for differ-
ent cultural backgrounds [18]. For example, in India, participants were asked to
draw “a person picking a mango from a tree (PPMT)” and scored by the Formal
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Elements Art Therapy Scale (FEATS). It was proven that PPMT can effectively
distinguish depression patients [18]. In the “person” and “details and environ-
ment” dimensions of the PPAT, Scott et al. [19] discovered that patients di-
agnosed with depression according to DSM-5 performed significantly differently
from the control group. Numerous studies have shown that PPAT can effectively
differentiate between subjects with subclinical psychological conditions such as
depression, anxiety, and aggression, and those in a normal state [4,20].

While the DPT is effective in assessing mental states, it relies on the expertise
of psychologists and can be time-consuming and labor-intensive. Therefore, there
is a growing trend towards developing automated detection methods.

2.2 AI Technology for Art Therapy

In recent years, with the rapid development of AI, AI-based art therapy has
attracted the attention of many scholars. For instance, Chen et al. [5] proposed
a scoring system ranging from 1 to 6 based on clock drawings. By comparing
the performance of VGG16 [44], ResNet-152 [42], and DenseNet-121 [43], they
illustrated how neural networks can effectively screen individuals for dementia
and quantitatively estimate its severity. Similarly, Kim et al. [21] utilized ResNet
for classifying mental states and numerical evaluation tasks.

Beyond classification techniques, other researchers have explored classic de-
tection methods. For example, Lee et al. [22] applied deep learning to ana-
lyze House-Tree-Person sketches by extensive feature extraction and object de-
tection, which got high accuracy in mental state analysis. Moreover, Kim et
al. [23] employed YOLOv5 [24] to effectively evaluate Draw-A-Person-in-the-
Rain (DAPR) [25].

Compared with traditional expert assessment methods, AI-based art therapy
methods will save more costs and the analysis results will be more authentic.
However, they typically applied CNN to extract features from the final sketch,
regardless of the details analysis of the painting process and the overall features
of sketches. In addition, the sketches they analyzed were different and lacked a
unified experimental environment [26] for everyone to study.

2.3 Large Language Model

The rise of Large Language Models (LLMs) signifies the dawn of a transfor-
mative period in Artificial Intelligence, fundamentally restructuring the entire
domain. For example, GPT-4V [27] marks a significant advancement, allowing
users to instruct GPT-4 to analyze image inputs. LLaVA [40] integrates a vision
encoder from CLIP [41] with the LLM, enabling it to process visual information
alongside language. QWen-VL [31] is a multi-modal large language model that
demonstrates remarkable capability in understanding and generating content
that seamlessly integrates visual and linguistic elements.

Specifically, the integration of Large Language Models (LLMs) in PPAT
presents innovative opportunities to enhance psychological understanding and
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analysis. Leveraging extensive text data for training, LLMs demonstrate supe-
rior performance in natural language processing tasks, making them as valuable
tools for interpreting symbolic content in PPAT sketches. Furthermore, LLMs
have the potential to automate certain aspects of PPAT image analysis, stream-
line workflow, and enable psychologists to focus on complex cases.

In summary, integrating LLMs into PPAT promises to enrich psychological
comprehension, offering new pathways for delving into the human psyche.

3 Methods

This section demonstrates how the proposed VS-LLM effectively assesses depres-
sion. As depicted in Fig. 2, VS-LLM comprises three modules. The Visual Per-
ception Module extracts detailed visual information by decomposing the sketch
into sketch sequences; The Mental Semantic Caption Generation Module gener-
ates an overall caption for the Text Encoder to obtain global information on the
sketch; The Mental Classification Module integrates visual and semantic features
for classification.
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Fig. 2. The architecture of VS-LLM. VS-LLM comprises the Visual Perception Module,
Mental Semantic Caption Generation Perception Module, and Mental Classification
Module.

3.1 Visual Perception Module

Decomposition of Sketch. When participants draw, they typically adhere
to a specific sequence of strokes or components, providing insights into their
thought processes. We propose decomposing the sketch into several sequences to
capture more detailed information.

According to equations (1) and (2), the resulting sketch drawing is depicted
in Fig. 3. Each original sketch is decomposed into 12 consecutive sub-sketches,
each containing all the stroke information of the preceding sub-sketches. For the
i-th sketch, the division rules for sub-sketches can be formalized as:
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stepi =
sni

12
, (1)

snij =


j × 1 ⌊stepi⌋ < 1, j < sni

sni ⌊stepi⌋ < 1, j ≥ sni or ⌊stepi⌋ ≥ 1, j = 12

j × ⌊stepi⌋ ⌊stepi⌋ ≥ 1, j < 12

, (2)

Where sni is the total number of strokes in the i-th original image. i =
1, 2, 3, ..., n, n is the number of all sketches. stepi is the stroke step in the i-
th original image. ⌊stepi⌋ is stepi round down. snij is the number of strokes
representing the j-th sub-sketch of the i-th sketch, j = 1, 2, ..., 12.

Fig. 3. PPAT Sub-sketch Sequence. (a) represents the complete original sketch, and
(b) represents the generated sub-sketch sequence sketch. The specific order of the sub-
sketch is arranged from left to right and from top to bottom, forming a sequence of
sub-pictures with timing information.

Image Encoder. In the Visual Perception Module, the convolution uses a part
of ResNet18 [28], the input is x ∈ RW×H×C , where H,W are the size of x and C
is channels, and the output after layer-by-layer convolution pooling (removing
full connections) is (512, 7, 7). Finally add a layer of max pooling to become
(512, 3, 3) [29]. For sketch x we have:

Fv = MaxPooling (R (x)) ∈ R512×3×3, (3)

where R(x) represents the process of ResNet processing the input sketch x. Fv

represents visual features.

Temporal Feature Extractor. Temporal Feature Extractor consists of two-
layer LSTM [30], which captures temporal dependencies and learns semantic
knowledge from high-level feature sequences. First, flatten the visual features Fv
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into a one-dimensional tensor (3× 3× 512 = 4, 608). Then, the flattened visual
features are taken as the input of LSTM. Finally, we add a linear mapping layer.

Ft = LSTM (Flatten (Fv)) ∈ R100×12, (4)

where Ft represents temporal stroke features.

3.2 Mental Semantic Caption Generation Perception Module

Mental Semantic Caption Generation. As shown in Fig. 4, to obtain
advanced mental semantic captions from PPAT sketches, we designed mental
prompts to utilize Qwen-VL [31]. These mental prompts emphasize psycholog-
ical elements, such as color usage and space utilization, ensuring the quality of
text generated by LLM. For PPAT sketches,

Captionpsy = LLM(Ppsy, Ippat), (5)

where Captionpsy, Ppsy, Ippat represent psychological captions, prompts with
psychological elements, and PPAT sketches, respectively.

Mental Semantic Information Generation

<image>\n You are the PPATImageCaptioner, an expert language model specialized in generating 
captions for  “a person picking an apple from a tree (PPAT) ”images.
1. This is an image used for the FEATS in the field of psychology.
2. You need to emphasize the use of color in the image and whether it is appropriate.
3. You need to describe the extent of space utilization on the PPAT image.
You have to respond with the PPAT image caption only. 
NOW YOUR TURN:

Mental Prompt:

Answer:
 In this vibrant and colorful drawing, a person is perched atop a ladder, reaching for apples that hang from 
a tree. The tree, adorned with red apples, stands tall against a backdrop of a clear blue sky. The sun, 
radiating warmth, casts its light over the scene. The ground beneath is a lush green, dotted with flowers 
adding to the lively atmosphere. The person's attire is a purple shirt, which contrasts beautifully with the 
surrounding hues. A basket filled with apples sits nearby, perhaps waiting to be picked or already 
harvested. Every element in this drawing comes together to create a cheerful scene, full of life and color. 
It's as if you can almost hear the rustling leaves and feel the cool breeze on your skin. This is not just a 
drawing; it's a snapshot of a moment frozen in time.

Mental Semantic Caption Generation

Fig. 4. Mental Semantic Caption Generation Framework. We designed mental prompts
and input them into Qwen-VL to obtain the psychological semantic description of the
sketch.

Text Encoder. We use RoBERTa [32], which is a transformer encoder model
pre-trained on a large corpus of text data. We tokenize input sentences into
a series of text tokens and then feed the token sequence into the RoBERTa
language model to extract text embedding vectors. In this semantic perception
module, the input text Captionpsy ∈ RW×C , where W is the length of the text
sequence and C is the dimension of the features, while the output is the feature
representation transformed through various layers.

Ft = Pooling (RO(Captionpsy)) ∈ RD, (6)



8 M. Wu et al.

Where RO(Captionpsy) represents the process of RoBERTa model processing
the input text Captionpsy, Pooling represents global pooling operation, and Ft

is the final text feature representation with dimension D.

3.3 Mental Classification Module

After extracting semantic and visual information, we concatenate them. Then,
we design a mental decoder. Specifically, the mental decoder consists of three
consecutive linear layers to further learn multi-modal mental features. The de-
coder outputs psychological categories.

3.4 Training with Focal Loss

To address the imbalance between positive and negative samples, we utilized
Focal Loss during the training process [33]. The abundance of negative samples,
constituting the majority of the total loss, often consists of easily classifiable
instances. Consequently, the model’s optimization direction may not align with
our expectations. This function aims to redirect the model’s focus towards hard-
to-classify samples by attenuating the weight of easy-to-classify ones. Focal Loss
introduces a modulating factor (1− pt)

γ to the cross-entropy loss, where γ ≥ 0
is a tunable focusing parameter. We define the focal loss as:

FL(pt) = −(1− pt)
γ log(pt). (7)

The focal loss is visualized for several values of γ ∈ [0, 5]. The focusing pa-
rameter γ smoothly adjusts the rate at which easy examples are down-weighted.
When γ = 0, Focal Loss is equivalent to Cross-Entropy Loss (CE), and as γ
increases, the effect of the modulating factor becomes more pronounced.

4 Dataset Contruction

To establish an experimental environment for the automated analysis of PPAT
sketches, we constructed a PPAT dataset. This section begins by discussing the
collection and annotation process of the dataset, followed by the presentation of
statistics and division of the dataset.

4.1 Dataset Collection and Annotation

Dataset Collection Process. As depicted in Fig. 1, participants were invited
to participate in the research project. The software operation process involved
providing basic personal information and completing sketch tasks, which con-
sisted of two parts: sketch adaptation exercises and formal sketch tasks. Addi-
tionally, participants were required to complete the Patient Health Question-
naire (PHQ-9) scale [45], which is an established diagnostic instrument designed
to screen for the presence and measure the severity of depressive symptoms in
individuals.
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Table 1. PPAT Dataset Statics.

Metric Type Value

Age

0-20 123/690

20-40 531/690

40-60 32/690

>60 4/690

Gender

Male 302/690

Female 388/690

Neutral 0/690

Mental State
Depression 117/690

No Depression 573/690

Dataset Annotation. The sketch was evaluated by three psychologists accord-
ing to FEATS, and the average score was calculated. Subsequently, each sketch
obtained 14 scores, corresponding to the 14 dimensions in FEATS, thus forming
a 14-dimensional vector of real numbers. The ground truth is the results of the
PHQ-9 scale.

Checkout Flow. We have implemented a stringent data review process to
uphold the dataset’s quality. Trained professional participants understand the
nuances of the PPAT task. Subsequently, the psychologist conducted a second-
round review of the collected data. Finally, authors and psychologists make the
ultimate judgment of whether to accept or reject the data in the third-round
confirmation. Any rejection during self-check, verification, or data acceptance
necessitates recollection. We believe this verification mechanism ensures the gen-
eration of a high-quality dataset.

4.2 Dataset Statistics and Division

We have used a threshold of 10 points for PHQ-9 scores and the statistics of
depression and non-depression are provided in Table 1. In addition, we also
collected the gender and age information for the dataset. As shown in Table 2,
we split the train dataset and test dataset by using 5-fold cross-validation for
conducting experiments.

5 Experiment

In this section, we first introduce the experimental implementation details. Sec-
ondly, we conduct experiments to compare the performance of the psychologist
assessment and the AI automatic assessment. Thirdly, we demonstrate the ef-
fectiveness of different modules and Focal Loss through ablation studies.
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Table 2. The division of PPAT Dataset.

Depression No Depression Total

Train 88 465 553

Test 29 108 137

Total 117 573 690

5.1 Implementation Details

The VS-LLM is constructed by the PyTorch[34], and the Focal Loss is imple-
mented according to [33]. The network is optimized with the Adam [35] by setting
the initial learning rate to 0.001 and the batch size to 8. All the experiments are
performed on a workstation with an NVIDIA GTX Titan X 12G GPU.

Table 3. Experimental Results of Psychologist Assessment and AI-Automated Assess-
ment on PPAT Dataset. The input for the psychologist assessment method consists of
scores from the 14 dimensions of FEATS. The input for the AI automated assessment
method is the PPAT sketch. Note that we only calculate the number of trainable pa-
rameters of the model.

Method Acc(%) Params(M) FLOPs

Psychologist Assessment

Random Forest [36] 70.2 - -

SVM [37] 57.3 - -

Logistic Regression [38] 56.4 - -

MLP [39] 64.3 - -

AI Automatic Assessment

Resnet18 [42] 83.3 11.18 4.11

Sketch-a-net [9] 85.7 8.41 1.51

VS-LLM (Ours) 87.8 8.87 1.51

5.2 The Performance of Psychologist Assessment

When psychologists psychoanalyze participants based on sketches, they quanti-
tatively analyze the sketches’ scores on 14 global variables (color prominence,
appropriate color, effort, space use, integration, authenticity, logic, problem-
solving, development level, detail and environment, line quality, people, rotation,
continuous repetition). These variables are scored on a scale of 0 to 5.

Based on psychologist scores, we compared the use of Random Forest [36],
SVM [37], Logistic Regression [38], and MLP [39] to analyze the depression of
the visitors. The experimental results are given in the Psychologist Assessment
Method of Table 3. Among those methods, the random forest approach shows
the best results for psychologist ratings, with only 70.2% prediction accuracy on
the test.
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5.3 The Performance of AI Automatic Assessment

Regarding AI automated assessment, we conducted experiments, as shown in Ta-
ble 3, titled “AI Automatic Assessment”. Compared to the psychologist assess-
ment, AI automated assessment outperform those of psychologists. We attribute
this result to two main factors: firstly, psychologist ratings are heavily influenced
by the skills and cognitive levels, and each individual may have biases in their
interpretation of sketches. On the other hand, the psychologist assessment relies
on scores across 14 dimensions as input, which is relatively simplistic, whereas
AI automated assessment utilizes sketches as input, allowing for the extraction
of richer visual features. This greatly aids in the assessment of depression.

In AI automated assessment methods, our VS-LLM method have performed
the best on the PPAT dataset, achieving an accuracy of 87.8%. This success
stems from the integration of psychological semantic descriptions, assisted by
LLM, into the VS-LLM framework. The visualization of recognition results is
shown in Fig. 5, revealing that in examples of depression, the colors appear dull
and there is low utilization of space.

Compared with the best Psychologist Assessment method, our method im-
proves by 17.6%, indicating that our method surpasses the level determined
by psychologist ratings. This suggests the potential for automated depression
assessment.

Fig. 5. Visualization of Recognition Results. Top: the examples of depression; Bot-
tom: the examples of no-depression.

5.4 Ablation Study

Table 4 presents the results of ablation studies. Specifically, the experimental
results in the first and 5th rows demonstrate the effectiveness of the Mental Se-
mantic Caption Generation Module, with a performance improvement of 3.7%
achieved by incorporating psychological semantic descriptions. Comparing the
results between the second and 5th rows highlights the effectiveness of the Tem-
poral Feature Extractor, which achieved an improvement of 4.5%. The third
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and 5th rows demonstrate the performance of different image encoders, with our
method achieving an improvement of 0.6%. Finally, contrasting the 4th and 5th
rows, we compared the impact of different loss functions on performance, with
focal loss (FL) outperforming cross-entropy loss (CEL) by 1.4%.

Table 4. Ablation Studies on PPAT Dataset. FL is the abbreviation of focal loss and
CEL is the abbreviation of cross-entropy loss.

Number
Mental Sematic

Caption Generation

Visual Perception Module
Loss Acc(%)

Image Encoder Temporal Feature Extractor

1 % Resnet18 ! FL 84.1

2 ! Resnet18 % FL 83.3

3 ! Sketch-a-Net ! FL 87.1

4 ! Resnet18 ! CEL 86.4

5(Ours) ! Resnet18 ! FL 87.8

6 Conclusion, Discussion, and Future Work

In this paper, We developed a visual-semantic depression assessment based on
LLM (VS-LLM), where the visual perception module and the mental seman-
tic caption generation module are respectively used to obtain more detailed
and overall information from the sketch, enabling more effective analysis of
PPAT. We provided an experimental environment for automated analysis of
PPAT sketches for depression assessment. Our experiments demonstrate the su-
perior performance of our method and confirm the importance of incorporating
mental descriptions assisted by LLM.

We have outlined the main challenges and provided insightful perspectives
on automated psychological analysis. Moving forward, we will further explore
anxiety assessment and other related aspects. Moreover, there are numerous
promising opportunities for creating a platform that enhances research and as-
sessment for both researchers and patients.
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